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The paper presents the basic von Neumann’s two-player zero-sum poker model with independent and identically
distributed uniform hands, and extends it by allowing Player Il to re-raise. The analysis shows that both models
favor the player who initially raises, but re-raising option cuts in Player I's advantage, reducing his expected payoff.
“Payoff square”, a square diagram that indicates the payoffs under different hands and strategies, is introduced and
used to derive players’ payoffs. Extensions to multiple and infinite rounds of betting are discussed, and optimal
strategies are conjectured. Related models are reviewed along the way.

Introduction

Poker is a complex multi-player game of chance and de-
ception. In order to gain insight into different aspects of the
game, mathematical and psychological alike, we construct
simple models of poker by making assumptions about their
hands and restricting rules. Two-player zero-sum poker
models with independent uniform hands are the simplest
non-trivial ones. Von Neumann (1953) discusses his model
in Theory of Games and Economic Behaviors (von Neu-
mann & Morgenstern, 1953).

In this paper, in addition to presentation of the original
model, it is extended to allow an additional round of raise by
the second player. This modication makes the model closer
and more applicable to real poker (Texas Hold’em), and pro-
vides more information on optimal players by both players
in a more complicated situation. In addition, discussion on
allowing multiple rounds follows.

von Neumann’s Model

This section presents the basic model of von Neumann,
and denitions and lemmas that are applicable in general. Two
players each contribute an ante of $1, and are dealt “hands”
x, and x,, respectively independent and identically distrib-
uted as U(0,1). Player I can check or bet a predetermined
amount B, and player II can call or fold if player I bets. The
only available information for each player is his own hand
and the game structure. Strategies for two players are

Player I: s : x, = {check, bet};

Player II: s, : x, x 5,(x,) = {call, fold}.

A player’s payoft is dependent of x ; x; 5, (x,); s,(x,). Exten-
sive form of the game and optimal strategies are presented in
Figure 1 with player I's payofts shown (their reciprocals are
player II’s because the game is zero-sum).

We want to investigate how players play in equilibrium.
They are going to play a pair of optimal strategies as de-
scribed below. A strategy is optimal if given any hand and
the other player’s strategy, there is no incentive to deviate to
any other strategy.

Denition 2.1. For player i, a strategy s* is optimal if given
any other strategy s’ and other player’s strategy S5

/ ui(xi, xj, 85 (x:), 85(5))dw; 2/ wi (s, 5, 85 (23), 85 (x;))dr; Vo1 € (0,1).

T Jzj

Figure 1: Extensive
form of von Neu-
mann’s game, where
u=1 ifx1 > x,=-1
otherwise.

For two similar hands, payoff from an optimal strategy
should be the same. Otherwise, there is an incentive to de-
viate to the strategy played if given the other hand. There-
fore, hands slightly bigger and slightly smaller yield similar
payoffs. This idea is embodied in the indifference condition
(IC). For example in the optimal strategy above, player II is
indifferent between folding and calling when he is dealt c.

Lemma 2.2 (IC). For s ¥, as € >0,

/ wi (@5, %5, 87 (xi — €), ;) —>/. wi (@5, 25,87 (xi +€),2;)  Vai. (2.1)
j

@

Theorem 2.3. An equilibrium strategy of von Neumann’s
game is presented as follows. Player I checks when a x1 b
and bets amount B otherwise; in case of raise, player II calls
if x2 > c and folds otherwise, where

B B? 4+ 4B +2

N . B(B +3)
T (B+)B+4 T (B+r)B+4)

¢ T BB

Two players’ optimal strategies are illustrated in Figure 2.

Player IO bet(bluff) check bet

Player 11 I fold c

¢

call

Figure 2: Optimal strategies of both players

Proof. Optimal strategies are found by backward induc-
tion. Player II’s optimal strategy is found first. When Player
I raises, Player II calls if his expected payoft is greater than
—1, which is his payoff from folding. Since his payoff depends
piecewise-linearly on his hand strength x,, u,(x, x,), player
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I’s payoff, is a monotonic function of x, if he calls. There-
fore, player II's optimal strategy is to call when x, > c and to
fold otherwise.

Given player II’s optimal strategy, player I should bet if
his expected payoff of betting is greater than of checking
(Tie situations need not be considered because the density
function is non-atomic). Player I's payoff given x,

« from checking is (+1) - (x, = 0) + (1) - (1 — x) = 2x,
-1.
o from betting is

/C(+1)dx2 + /1(—1 —B)dza=c+(-1-B)(1-¢)=(B+2)c—B-1, x1<c,
0 c
c a1 1
/ (+1)d12+/ (1+B)drz+/ (=1=B)dzs = (B+1)(2z1 — 1) — Be, =1 >c.
0 c N

Then by IC in Equation 2.1,

2.’1}1—1 =
2£L‘1—1 =

2c+Bc—B -1,
(B+1)(2z1—c—1)+¢

(2.2)
(2.3)

Since Player I's payoff is also piecewise linear with respect
to x, Player I's optimal strategy is to bet if x, < a or x, > b,
and to checkifa < x, < b. Then x, < cin Equation 2.2, and X,
> cin Equation 2.3,

20 —1 =
2b—1

2c+Bc—B-1
(B+1)(2b—c—1)+¢

(2.4)
(2.5)

Player II's optimal strategy should obey the indierence
condition,

[a(1 L B)+(1-b)(—1— B)]/(a—i— 1- b) =1 (2.6)

Solving Equations 2.4 and 2.5 gives values a and b and
substituting into Equation 2.6, c = B(B + 3)/[(B + 1)(B + 4)].
a and b as functions of B are obtained by re-substitution.

Payofts of both players can be determined. Given that
Player I determines his bet amount before hands are as-
signed, the optimal B that maximizes the expected payoft is
of interest. First, payoff squares that describe strategies and
corresponding payofts of players are introduced.

Definition 2.4. A payoff square is a two-dimensional
square diagram with hands of player I in x-axis, and player
IT’s in y-axis. A point in the square indicates a hand pair (x,,
x,), and the payoff, u (x, x,, s,(x, x,), s,(x, x,)), indicated at
the point is resulted from the strategies played corresponding
to the hands.

Remark 2.5. Payoffs of any strategy set can be depicted by
the payoff square. It can also be generalized to n-dimension,
which is equivalent to taking multiple integrals of n variables
(Besides the payoff square, only a payoff “cube” depicting a
three-player game is beneficial).
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(2.4)

Corollary 2.6. Given that both players follow the optimal
strategies described in Theorem 2.3, Player I's payoff is u,(x,,
X, S, 5,) = a. Optimal bet amount is B* = 2.

Proof. Expected payoft from player I checking all hands
is 0, +1 below x, = x, and -1 above x, = x,. Equivalently, the
payoff differential from this strategy is illustrated and ex-
pected payoff would be the same overall, so we add 1 above
X, = x,, subtract 1, and cancel out a square region on the top
of +B and —B to get the resulting square on the right. The
original, complete payoff square as well as its geometric and
algebraic manipulation are shown in Figure 3.

X, X

oF—————— === == fF-——-———-—-—--=-=--

-1-B
1+B

+1 +2

+1

U S

X, a b

Figure 3: Illustration of Player I's payoff by payoff square.

Expected payoff of Player I is

Maximizing u (B) with respect to B, (4-B?)/[(B+1)*(B+4)’]
=0;B*=2:u,(2) = 1195 a = 1/9; b =7/9; c = 5.

The result deserves some discussion. Player I's payoff,
B/(B*+5B +4) is positive for all B> 0, and it achieves its maxi-
mum at B* = 2, the pot size. This means that the game favors
player I who is given the chance to raise, and he maximizes
his payoff to be 1/9 by betting pot size every time. Player I
has an advantage because he can bluff with his worst hands.
More importantly, for real poker perhaps, he must bluff with
his worst but not mediocre hands.

In contrast to von Neumann’s model in which the bet
amount is pre-determined and fixed, Donald Newman pres-
ents a model that has the same game structure but allows
any bet amount (Newman, 1959). Set & = 2/(B + 2). The opti-
mal strategy is that Player I checks when 1/7 < x, < 4/7, bets
B with hands (1 — 38§ + 28%)/7, or 1 — 3§%/7; Player II calls if
and only if x, > 1 —6&/7. In this game, Player I's value is 1/7
because Player I blufts 1/7 of time. Optimality of the strategy
is proven by showing that the given pure strategy is a saddle
point of all strategies.

Extension: Re-raise by player Il

The key extension to the previous model is allowing Play-
er II to re-raise B, after calling Player I's bet B,, and Player
I either calls or folds. This model is discussed in Ferguson’s
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ur = B(1-b)(b—c) — Ba)(1 - )+ (2)(1/2)(c +c—a)(a) = B/[(B+1)(B+4)] =a.






